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Abstract

 Parkinson’s Disease (PD), also known 
as primary Parkinsonism is a persistent, idio-
pathic, degenerative nervous disorder which re-
sults from lack of dopaminergic neurons in the 
substantia nigra pars compacta, which is the 
source of nigrostriatal dopamine pathway with-
in the midbrain. The clinical detection relies on 
motor symptoms recognition. Significant neu-
rological damage is already done by the time 
motor symptom occur. Early detection is nec-
essary to stalk the progression of the disease. 
The problem of detection of PD comes under 
classification. Several tree-based classification 
algorithms were applied to the dataset retrieved 
from UCI machine learning database. The data-
set was first split into train and test data. Various 
models were created using four different algo-
rithms. Correlation coefficients were calculat-
ed for each of the features in the dataset. The 
model was fitted with train data obtained after 
removing highly correlated features. Predictions 
were made and various parameters were con-
sidered for comparison. Accuracy, precision, 
recall, F1-Score, Youden Index, error rate and 
specificity were the parameters calculated. Out 
of the four algorithms (Decision Tree, Random 
Forest, XGBoost and LightGBM), LightGBM 

achieved the highest accuracy of 97.43%.

Keywords: Parkinson’s Disease (PD), 
LightGBM, Pearson Correlation, Accuracy, Er-
ror Rate, Jupyter Notebook.

Introduction

 Parkinson’s Disease (PD) also known 
as primary Parkinsonism is a persistent, idio-
pathic, degenerative nervous disorder which 
results from lack of dopaminergic neurons in 
the substantia nigra pars compacta, which is 
responsible for nigrostriatal dopamine pathway 
within the midbrain (1). Some of the symptoms 
of PD include bradykinesia, rigidity, and rest 
tremor. Resting tremor (initially unilateral), rig-
idness, bradykinesia (slow movements), dis-
similarities in gait, and unstable posture come 
under the motor symptoms while cognitive 
changes, behavioural and neuropsychiatric 
changes, autonomic nervous system failure, 
sensory and sleep disturbances come under 
non-motor symptoms (1). Motor and non-motor 
symptoms are used to diagnose PD. Non-motor 
issues of the disease can become more trou-
blesome as the disease progresses (2). Also, 
voice and speech impairment typically occur in 
PD patients. The loss of ability to communicate 
properly is the main source of disability in pa-
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tients. The multidimensional irregularities in the 
speech such as hoarse voice, reduced loud-
ness, and restricted pitch variability (Mono pitch 
and Mono loudness), imprecise articulation and 
abnormalities of speech rate, and pause ratio 
can be attributed to the loss of dopaminergic 
neurons (3). Voice and speech performance will 
show further deterioration in the course of time 
which hints at nondopaminergic mechanisms of 
progression of dysarthrophonia. Early detection 
reduces the disease progression and limits the 
treatment expenses. Several machine learning 
algorithms can be used for the detection of PD 
in preliminary stages using voice data. Machine 
learning algorithms have made commendable 
progress in medical diagnosis in the recent 
times because of their ease in implementation. 
The current study aims to utilise the MLalgo-
rithms to facilitate early detection of the disease. 
A total of four ML algorithms were used in this 
study. They are Decision Tree, Random Forest, 
XGBoost and LightGBM classifiers.

Review of Literature

 10 million people (about half the popu-
lation of New York) worldwide have PD from the 
information found in Parkinson’s diseases foun-
dation (2015). Death and disability due to PD 
is increasing faster than any other neurological 
disease according to WHO. One in every 500 
people have PD in Britain and this number is 
expected to grow threefold by 2050 according 
to Parkinson’s Disease Society website. This ill-
ness effects people from 50 -70 years old and 
becomes worse over time. Diagnosis of PD is 
heavily reliant on evaluation of motion which is 
difficult to detect by human sight. This method 
aims to overcome these difficulties and improve 
the assessment process by employing machine 
learning algorithms (6). One attempt was made 
by implementing Convolutional Neural Networks 
(CNNs). They were used to classify gait signals 
converted to spectrogram images by image 
classification on a big-scale and deep dense Ar-
tificial Neural Networks (ANNs) were employed 
to predict PD at an early stage. Voice recordings 
were used in this instance. A total of 54 studies in 

the category ‘Diagnosis of PD’ were examined. 
Out of them 33 studies used datasets from UCI 
machine learning repository, mPower and Phys-
ioNet databases. In one of the study, data from 
public repositories was joined with local data 
bases (7). 14 studies performed diagnosis as 
well as differential diagnosis. Research articles 
not written in English were not considered. Most 
commonly voice data was used, while some 
studies also used MRI, movement, handwriting 
patterns and SPECT imagining data. The most 
common metric used for assessment of perfor-
mance was accuracy. Most methods are based 
on speech data (8), gait patterns (9), cardiovas-
cular oscillations (10), smell identification (11) 
and force tracking data (12). A one- dimensional 
neural network relying on signals of gait was in-
troduced to detect PD in (13). It should be noted 
that accuracy is low when using gait analyses 
because of background noise in voice record-
ings, causing false positives. Detection of motor 
impairment based on mobile screen typing was 
introduced in (14). Four classifiers, namely De-
cision Tree, Regression, DMneural and Neural 
Networks (NN) are used and their performances 
are compared in (15), in which the best accura-
cy of 92.90% was achieved by NN algorithm. 
Early and accurate detection of PD is essential 
to stalk the progression of the disease.

Materials and Methods

 The dataset was retrieved from UCI 
machine learning repository. It was created by 
University of Oxford and National Centre for 
Voice and Speech, Denver, Colorado. The data-
set contains voice measurements from 31 peo-
ple, and 23 with PD. It has a total of 195voice 
recordings (4). The data aims to discriminate 
PD people from healthy people. The status col-
umn denotes ‘0’ for healthy and ‘1’ for PD affect-
ed persons. There are about 5-6recordings for 
each patient.

 Fig 1 and Fig 2 show a section of the 
dataset. The problem of diagnosis of PD come-
sunder classification. Classification algorithms 
come under supervised learning. Severalclas-
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Fig1: Dataset Part 1

Fig 2: Dataset Part 2



Current Trends in Biotechnology and Pharmacy
Vol. 17(2) 808 - 818, April 2023, ISSN 0973-8916 (Print), 2230-7303 (Online)
DOI: 10.5530/ctbp.2023.2.19

Parkinson’s disease detection using tree based machine learning algorithms

811

Fig3:  Pearson Correlation Heat-map
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sification algorithms were applied to the data-
set. All of them were tree based. DecisionTree, 
Random Forest algorithms later followed by 
LightGBM and XGBoost were used toachieve 
highest accuracy. The reasons behind using 
tree-based classification algorithmswere that 
they mimic human thinking ability and they 
can be easily understood [5]. Thedataset un-
derwent preprocessing initially. All the work 
was done in Jupyter Notebook, aninteractive 
python notebook software. Name column(attri-
bute) was removed since it isirrelevant and de-
creases the accuracy. Next, correlation matrix 
was generated. Correlationmatrix is square and 
symmetric [16]. It measures the linear depen-
dency between twoelements. We were specif-
ically using Pearson’s correlation coefficient. 
The coefficient canbe equal to any number 
between -1 and 1. perfectly negatively linear 
correlated variableshave coefficient equal to -1, 
highly correlated variables have a correlation 
of value 1 and 0indicates no linear correlation 
between the two variables. After the removal of 
the Nameattributefromthedataset,correlation-
matrixisgeneratedfortheremaining22features.
The matrix is shown in Fig 3. The matrix was 
color coded as ‘cool warm’ to easilyunderstand 
the strength of relationship. The stronger rela-
tions have warmer(red) colorgrading while the 
weak ones have cool(blue) color grading. All the 
diagonal elements willbe red in color and have 
correlation coefficient value of 1(since each at-
tribute is mappedto itself). The threshold value 
for removal is set to 0.9. Out of 22 features, 11 
wereremoved.Newdatasetwascreatedafterre-
movalofhighlycorrelatedfeatures.Thisdataset 
was split into training and testing datasets. 30% 
was randomly set aside for testingwhile the re-
maining was used to train the model. Two Tree 
based algorithms and twoBoosting Algorithms 
were used. Brief descriptions of the algorithms 
used in this work aregivenbelow.

Decision tree classifier

 Decision Tree algorithm breaks a com-
plex problem into a set of decisions which are-
relatively simpler. Every Decision Tree contains 

a Root Node, Leaf Nodes and InternalNodes.
DecisionTreeusesEntropy,InformationGainand-
GiniIndexascriteriaforevaluating attributes [17]. 
It comes under Supervised Learning Algorithms. 
Fig 4 shows theDecisionTree generated on this 
dataset.

Random forest classifier

 Random Forest classification comes 
under ensemble learning i.e it’s an ensemble 
ofDecisionTrees.Itisabagging-basedalgorithm.
ThefundamentalconceptusedbyRandom For-
est is that a large number of uncorrelated De-
cision Trees operating as onegroupwill outper-
formeach ofthe individual constituenttree [18].

XGBoost classifier

 XGBoost is Gradient-Boosting algo-
rithm that makes use of Ensemble Learning and 
is tree- based. Each Decision Tree corrects the 
errors committed by its predecessor. This meth-
od is called Gradient Boosting. XGBoost makes 
use of Gradient Boosted Decision Trees.Each 
of these trees then ensemble to give a more ac-
curate model. XGBoost uses Regularization to 
penalise complex trees and Cross validation to 
avoid overfitting of themodel. performs well be-
cause of its handling of data types, distributions 
and the variety of hyper parameters that can be 
tuned [19].

Fig4:DecisionTreeGenerated

Light BGM classifier

LightGBM is also a Gradient-Boosting algorithm 
that makes use of Ensemble Learning andis-
tree-based.Thisalgorithmsharescommonfea-
turessuchassparseoptimisation,parallel train-
ing, multiple loss functions and bagging with 
XGBoost. But, LightGBM growstrees leaf-wise 
instead of level-wise[20]. Out of the boosting 
four types of algorithmsavailable,thedefaultop-
tioni.eGBDT(gradientboostingdecisiontree)
wasusedtoimplementthis model.

      Flow chart of the proposed work is depicted 
in Fig 5
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Fig 6: Scatter Plot

Fig6 shows the scatter plot generated on this 
dataset; itcontains11features.

Decision Tree Classification is the least perform-
er of all, scoring 88.46%, while Random Forest 

Classification and XGBoost scored 93.58% and 
96.15% respectively. Light GBM achieved high-
est accuracy of 97.43%. Fig 7-10 shows the 
confusion matrices of all the algorithms used. 
Confusion Matrix shows the number of True 
positive (TP), Truenegative (TN), False positive 
(FP) and False negative (FN) instances. Deci-
sion Tree Classifier has shown 57 True positive, 
12 true negative, 5 False positive and 4 False 
negative instances. Hence a total of 69 instance 
have been correct out of 78. Therefore, the ac-
curacy is 88.46%.

Fig 6DecisionTree    

Fig 7RandomForest
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Fig 8 XGBoost    

Fig 9 LightGBM    

Fig 10: Accuracy   Fig 11: Precision

Algorithm Accuracy Precision Recall F1_score YoudenIndex Specificity Error-
Rate

Decision
Tree

0.8846 0.9193 0.9344 0.9267 0.6402 0.7058 0.1153

Random
Forest

0.9358 0.9375 0.9836 0.9599 0.7483 0.7647 0.0641

XGBoost 0.9615 0.9677 0.9836 0.9755 0.8659 0.8823 0.0384
LightGBM 0.9743 0.9682 1.0000 0.9838 0.8823 0.8823 0.0256

Variousotherparametersareobtainedaswellinor-
dertocomparetheperformances.Theirformulas 
are listed below.

The cemetrics were evaluated and listed in the table below.
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Fig 12:  Specificity   

Fig 14: Youden-Index   

Fig 16: Recall  

Fig 13:  Error rate   

Fig 15:   F1_score   

Author AlgorithmUsed Accuracy

Kuresanetal,
2019[21]

HMM 95.16%

Hakan
Gunduz[22]

CNN
SVM

83.3%
86.9%

Marar et al,
2018[23]

ANN 94.87%

Goyalet.al[24] XGBoost 91.40%
Mathuretal[25] KNN+Adaboost

KNN+MLP
91.28%
91.28%

KarapinarSen-
turk,2020[26]

SVM 93.84%

ProposedWork LightGBM 97.43%
Fig 17-19 shows the code snippets of this work. 
They are screenshots of python notebook (.ip-
ynb) file in jupyter notebook workspace. 

 Comparing with the work done by other 
researchers, this method achieved highest ac-
curacy of 97.43% using LightGBM. Kuresanet.al 
[21] got 95.16% percent accuracy using HMM, 
while the work of other researchers is portrayed 
in the table below.

 The workflow ofthe proposed model is 
summarised below: Fig17: Importing libraries and loading the dataset



Current Trends in Biotechnology and Pharmacy
Vol. 17(2) 808 - 818, April 2023, ISSN 0973-8916 (Print), 2230-7303 (Online)
DOI: 10.5530/ctbp.2023.2.19

Venkata  et al

816

 (1)Retrieve the dataset. (2)Calculate 
Pearson correlation coefficient tand generate 
cool warm colour graded matrix. (3)Remove 
one of the highly correlated features(coeffi-
cient>0.9). (4)Split the dataset into training and 
testing data. (5)BuildML model using Decision-
Tree, Random Forest, XGBoost, LightGBM al-
gorithms. (6)Fit the models with training data. 
(7)Obtain the values of Accuracy, Precision, 
Recall, F1_score, Specificity and Error Rate. (8)
Generate confusion matrices of the four mod-
els. (9)Compare the models using the obtained 
parameters.

Conclusion

 Early detection of PD is essential to 
initiate appropriate treatment and to better un-
derstand the disease. Voice data is extremely 
important for this study. Machine Learning al-
gorithms continue to prove useful in the area 
of medical diagnosis. The present method per-
forms diagnosis of PD by making use of tree-
based machine learning algorithms. LightGBM 
achieved the highest accuracy of 97.43%. 

The results show that boosting tree algorithms 
achieved better accuracy than regular tree-
based algorithms as XGBoost and LightGBM 
performed superiorly. This method provides an 
automated diagnosis of PD and achieves clini-
cal level accuracy. Application of this work will 
have great impact on health care system by im-
proving the diagnosis of PD and thereby reduce 
its severity.

Future Scope

 XGBoost and LightGBM can further 
be hyper parameter tuned in order to produce 
desired results. Performance of the ML model 
can further be improved by tuning. This however 
can vary depending on the dataset taken and 
the features selected. This Model can further be 
evaluated on larger datasets and accuracy can 
be tested.
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